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Abstract 

Background  Classification of the etiologies of pleural effusion is a critical challenge in clinical practice. Traditional 
diagnostic methods rely on a simple cut-off method based on the laboratory tests. However, machine learning (ML) 
offers a novel approach based on artificial intelligence to improving diagnostic accuracy and capture the non-linear 
relationships.

Method  A retrospective study was conducted using data from patients diagnosed with pleural effusion. The 
dataset was divided into training and test set with a ratio of 7:3 with 6 machine learning algorithms implemented 
to diagnosis pleural effusion. Model performances were assessed by accuracy, precision, recall, F1 scores and area 
under the receiver operating characteristic curve (AUC). Feature importance and average prediction of age, Adeno-
sine (ADA) and Lactate dehydrogenase (LDH) was analyzed. Decision tree was visualized.

Results  A total of 742 patients were included (training cohort: 522, test cohort: 220), 397 (53.3%) diagnosed 
with malignant pleural effusion (MPE) and 253 (34.1%) with tuberculous pleural effusion (TPE) in the cohort. All 
of the 6 models performed well in the diagnosis of MPE, TPE and transudates. Extreme Gradient Boosting and Ran-
dom Forest performed better in the diagnosis of the MPE, with F1 scores above 0.890, while K-Nearest Neighbors 
and Tabular Transformer performed better in the diagnosis of the TPE, with F1 scores above 0.870. ADA was identified 
as the most important feature. The ROC of machine learning model outperformed those of conventional diagnostic 
thresholds.

Conclusions  This study demonstrates that ML models using age, ADA, and LDH can effectively classify the etiologies 
of pleural effusion, suggesting that ML-based approaches may enhance diagnostic decision-making.
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Introduction
Pleural effusion is the accumulation of the fluid in the 
pleural cavity and often occurs in the clinical practice. 
The effective management requires identification of its 
underlying etiology [1]. The most common etiologies 
include congestive heart failure, pneumonia, and cancer 
[2]. However, existing diagnostic methods have limita-
tions. Thoracentesis with fluid analysis is widely used to 
diagnose pleural effusion [3], but the diagnostic accuracy 
for malignant pleural effusion (MPE) varies widely [4]. 
In regions with a high tuberculosis burden, tuberculosis 
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pleural effusion (TPE) constitutes a larger proportion [5]. 
Light’s criteria, though commonly employed, misclas-
sify approximately 25% of transudates as exudates [6]. 
Furthermore, diagnosing parapneumonic effusion (PPE) 
is challenging, particularly in excluding other causes, as 
there are no definitive criteria for diagnosing uncompli-
cated parapneumonic effusion [7]. Thus, new tools to 
facilitate diagnosis are needed.

Though some invasive procedures, such as pleural nee-
dle biopsy and thoracoscopy, can provide definitive path-
ological diagnoses, but they carry a risk of complications, 
require time for pathological analysis and depend on the 
experience of the pathologists [8]. These challenges high-
light the need for integrated diagnostic methods based 
on objective laboratory tests, which can support clinical 
decision-making and offer crucial diagnostic information 
for pleural effusion in a more efficient and less invasive 
way. The adenosine deaminase (ADA) in the pleural effu-
sion is a biomarker for TPE, with a summary sensitivity 
and specificity of 0.92 and 0.90 respectively [9]. Lactate 
dehydrogenase (LDH) enhances the specificity in the 
detection of malignant and inflammatory exudates and is 
a key laboratory test in the Light’s criteria [10]. Moreover, 
the diagnosis accuracy of pleural fluid ADA was affected 
by age [11, 12]. These laboratory-based biomarkers and 
demographic characteristic were considered as the 
potential features in developing more efficient diagnostic 
models for pleural effusion.

As the development of the algorithms and techniques, 
machine learning has been used in the diagnosis of vari-
ous diseases [13], including pleural effusion. Machine 
learning approaches, unlike traditional methods based 
on predefined cut-off values, excel in capturing complex, 
non-linear relationships among variables [14]. Several 
studies have applied machine learning models with vari-
ous features, such as demographic characteristics, clinical 
symptoms, blood and pleural fluid analyses, cytopatho-
logical slides, radiomic features, and even image-based 
data [9, 15–33]. The majority of these models have incor-
porated more than ten features. Although the results of 
these studies show promising AUC values, the inclusion 
of those features leads to an increasing number of tests, 
thereby raising the laboratory test expenses for patients. 
Therefore, we used machine learning model with fewer, 
yet clinically significant, features for the diagnosis of the 
pleural effusion.

In this study, we selected age, pleural fluid ADA, 
and pleural fluid LDH as the features and constructed 
diagnostic models for pleural effusion. We applied six 
machine learning techniques: multinomial linear regres-
sion (LR), support vector machine (SVM), Extreme 
Gradient Boosting (XGBoost), random forest (RF), 

K-Nearest Neighbors (KNN) and Tabular Transformer 
(TabTransformer), aiming to construct efficient models 
for improved diagnostic accuracy.

Method
Participants
This retrospective study included inpatients from Bei-
jing Chao-Yang Hospital between January 2014 and May 
2024. Patients with pleural effusion and underwent diag-
nostic thoracentesis were included in this study. Those 
with unclear or multiple etiologies were excluded. This 
study approved by the Beijing Chao-Yang Hospital affili-
ated to Capital Medical University (2018-ke-321, 2024-
ke-502). Given the retrospective design of this study, the 
informed consent was not required for this study.

Features and Diagnostic criteria
The exclusion criteria were as follows: 1) undetermined 
etiologies of the pleural effusion, empyema, chylothorax. 
2) Patients with incomplete clinical data. 3 features (Age, 
fluid ADA, fluid LDH) were collected from the patients’ 
medical record system. If multiple results for ADA and 
LDH are available from the pleural fluid tests, the first 
result after the thoracentesis will be selected. Five main 
etiologies of pleural effusion were classified: Malignant 
pleural effusion (MPE), Tuberculous pleural effusion 
(TPE), Parapneumonic pleural effusion (PPE), transuda-
tive pleural effusion, other causes.

Malignant pleural effusion was defined as the patho-
logic findings of malignancy in the pleural effusion or 
the pleura. Tuberculous pleural effusion was defined as 
following criteria: 1) Acid-fast bacilli smear or culture 
were positive for Mycobacterium tuberculosis in sputum, 
pleural fluid, and bronchoalveolar lavage fluid; 2) Myco-
bacterium tuberculosis positive in bronchoalveolar brush 
samples, lung, or pleural biopsy; 3) caseous granuloma in 
pleura or lung; or 4) The ratio of lymphocytes to neutro-
phils in the pleural effusion exceeded 0.75, and the fluid 
ADA were above 40 IU/L, with effective antituberculosis 
treatment and other causes of pleural effusion excluded. 
Other etiologies of pleural effusion were classified as 
other causes, such as immune-related etiologies. Parap-
neumonic pleural effusion was diagnosed as the effusion 
was defined as exudative and associated with pneumonia, 
with other etiologies excluded.

Study design
The sample size was calculated using the following for-
mula: N =

Z
2
×P×(1−P)

d2
,

N = required sample size, Z = Z-value, set to 1.96 for 
a 95% confidence interval, P = Expected model accuracy, 
d = Margin of error.



Page 3 of 13Chen et al. Respiratory Research          (2025) 26:170 	

To achieve the expected total accuracy of 0.85 with a 
margin of error of 0.05 at a 95% confidence level, a mini-
mum of 196 samples in the train set was required.

The patient datasets from Beijing Chao-Yang Hospital 
were divided into training and test sets with randomiza-
tion both in a 7:3 ratio, resulting in 522 cases in the train-
ing set. As the patients with missing data for age, pleural 
fluid ADA, and pleural fluid LDH were excluded from the 
dataset, no imputations were applied. The datasets were 
centered to a mean of 0 and scaled to a standard devia-
tion of 1 for each feature. Six machine learning methods 
were used to construct diagnostic models: LR, SVM, 
XGBoost, RF, KNN and Tab Transformer. Bayesian opti-
mization was employed to tune the hyperparameters of 
the models. The details of the hyperparameters in each 
model were listed (Supplementary Table 1).

As a comparation to the machine learning models, tra-
ditional diagnostic methods based on the cut-off values 
were applied to assess the performance. For MPE, the 
cancer ratio, defined as the ratio of blood LDH to pleu-
ral fluid ADA, was employed, with a threshold value set 
at greater than 20 [34].Similarly, for TPE, a pleural fluid 
ADA level greater than 40 U/L was used as the diagnostic 
criterion [35].

Primary outcome and performance metrics
The primary output of this study is the classification of 
the etiological types of pleural effusion, which include 
MPE, TPE, PPE, transudative effusion, and other causes. 
The primary endpoint of the study was the diagnostic 
performance of the machine learning models in classi-
fying pleural effusion etiology. The performance of the 
models was evaluated based on the accuracy, precision, 
recall, F1 score and area under the receiver operating 
characteristic curve (AUC). True positives (TP), true neg-
atives (TN), false positive (FP) and false negatives (FN) 
were obtained from the confusion matrix. The parame-
ters were calculated by the following formula: Accuracy 
=  TP+TN

TP+TN+FP+FN
 , Precision =  TP

TP+FP , Recall =  TP

TP+FN
 , F1 Score 

= 2 × Precision × Recall

Precision +Recall
 . The AUC is calculated based on the true 

positive rate (TPR) and false positive rate (FPR) across 
different thresholds. Feature importance was assessed 
to determine the contribution of the selected features. 
The feature importance in XGBoost was assessed by 
gain, while in the RF model, it was evaluated by mean 
decrease in Gini. Plot of the first decision tree form the 
RF model is presented to illustrate the splitting logic and 
feature importance at the individual tree level. The aver-
age prediction of each feature on different etiologies were 

N =
1.96

2
× 0.85× (1− 0.85)

0.05
2

= 196

assessed and visualized in a partial dependence plot. 
Bootstrap resampling on the test set were used to provide 
a reliable assessment of model performance by calculat-
ing the mean accuracy and AUC along with their 95% 
confidence intervals.

Statistical analysis
Qualitative data (gender and disease classification) were 
summarized as frequencies and percentages. Chi-square 
tests were used to assess significant differences between 
groups for categorical variables. Quantitative data 
included Age, ADA, LDH, Total protein, Glucose, Chlo-
ride, Total cell counts, and mononuclear cell percentage 
levels. Normality testing was performed using the Shap-
iro–Wilk test.

For normally distributed data, results are presented 
as mean ± standard deviation (SD), and comparisons 
between groups were made using independent t-tests for 
two groups or one-way analysis of variance (ANOVA) 
for more than two groups. For non-normally distrib-
uted data, values are expressed as median (interquar-
tile range, IQR), and non-parametric tests, such as the 
Mann–Whitney U test for two groups or Kruskal–Wal-
lis H test for more than two groups, were used. When 
the Kruskal–Wallis test indicated significant differences, 
Dunn’s test was used for pairwise comparisons to assess 
specific group differences. Pearson correlation coefficient 
was calculated to assess the strength and direction of the 
relationship. P-values < 0.05 were considered statistically 
significant.

All the statistical analyses were performed using R (ver-
sion 4.2.3) or Python (version 3.11). More detailed infor-
mation about the necessary packages and their versions 
can be found in the supplementary file (Supplementary 
Files 1–4).

Results
Baseline information of the cohort
1172 patients in Beijing Chao-Yang Hospital underwent 
diagnostic thoracentesis during the specific time, 430 
patients were excluded (Fig.  1). The basic clinical infor-
mation as well as the cytological and biochemical tests of 
pleural effusion in total, in the training set and the test set 
are shown (Table 1). In total, the etiologies of the pleural 
effusion were as the followings: malignant pleural effu-
sion (53.5%), tuberculous pleural effusion (34.1%), par-
apneumonic pleural effusion (4.2%), Transudative pleural 
effusion (4.4%), others (3.8%). The clinical characteristics 
classified by the etiologies are listed (Table 2).

The relationship among Age, ADA and LDH
Three factors (Age, ADA, LDH) were used as the feature 
in the machine leaning. The distribution of the features 
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Fig. 1  Workflow chart of the patient enrollment

Table 1  Clinical characteristic of the cohorts

Data are presented as the median [IQR] for Non-normally distributed continuous variables, number (%) for categorical variables. For non-normally distributed 
continuous variables, Mann–Whitney U test was used for comparison; for categorical variables, Chi-square test was used for comparison. ADA Adenosine Deaminase, 
LDH lactate dehydrogenase

Beijing Chao-Yang Cohort Training Set Validation Set p

n 742 522 220

Diagnosis (%) 0.998

Malignant pleural effusion 397 (53.5) 278 (53.3) 119 (54.1)

Tuberculous pleural effusion 253 (34.1) 178 (34.1) 75 (34.1)

Parapneumonic pleural effusion 31 (4.2) 22 (4.2) 9 (4.1)

Transudative pleural effusion 33 (4.4) 24 (4.6) 9 (4.1)

Others 28 (3.8) 20 (3.8) 8 (3.6)

Age (median [IQR]), years 64 [51, 74] 64 [50, 73] 65 [52, 75] 0.368

Sex (%) 0.806

Female 280 (37.7) 195 (37.4) 85 (38.6)

Male 462 (62.3) 327 (62.6) 135 (61.4)

Pleural effusion

ADA (median [IQR]), U/L 15 [9, 36] 15.00 [9, 36] 14 [9, 36] 0.911

LDH (median [IQR]), U/L 302 [186, 488] 285 [184, 479] 330 [191, 515] 0.104

Total protein (median [IQR]), g/L 47.4 [41.5, 51.8] 47.2 [41.5, 51.9] 47.5 [41.5, 51.3] 0.931

Glucose (median [IQR]), mmol/L 5.94 [4.63, 7.29] 6.00 [4.63, 7.29] 5.74 [4.64, 7.32] 0.578

Chloride (median [IQR]), mmol/L 106.2 [103.4, 108.8] 106.2 [103.2, 109.0] 106.5 [103.7, 108.6] 0.988

Total cell counts (median [IQR]), cells/μl 6972 [3105, 22154] 6903 [3037,22406] 7087 [3313, 20708] 0.931

Mononuclear cell percentage (median [IQR]), % 91[78, 96] 90 [78, 96] 91 [78, 96] 0.839
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across the different etiologies were compared (Fig.  2A), 
each feature was significant among groups. Pairwise 
comparisons were made between diagnostic groups for 
these features (Fig.  2B), most of the comparison were 
of significance. To assess if there were linear relation-
ships between each pair of features, we drew the scatter 
plots and fit lines (Fig.  2C). ADA levels were negative 
associated with age. However, no linear relationship was 
observed between LDH and age. Moreover, there was a 
strong positive linear relationship between LDH and 
ADA. As these factors were important demographic 
and laboratory factors in the clinical decision-making 
and there were complex relationships among them, we 
constructed the diagnostic model based on these three 
features.

Model performance evaluation
The accuracy of LR, SVM, XGBoost, RF, KNN and 
Tab Transformer in train and test sets were presented 
(Table  3). The accuracies of XGBoost and RF models 
were high in both train set and test set, above 0.820. The 
accuracies between train set and test set show no overfit-
ting in the models.

To evaluate the model performance in different eti-
ologies, the ROC curves were plotted and AUC val-
ues were calculated for each etiology (Fig. 3, Table 4). 
All six models demonstrated high AUC values for the 

classification of MPE, TPE and transudates, which 
were above 0.890. The performance for PPE classifica-
tion was generally around 0.700. To further evaluate 
the performance of these six models in the diagnosis of 
MPE and TPE, we calculated their precision, recall and 
F1 score (Table 5). All of this machine learning models 
have high recall above 0.950 in the diagnosis of MPE. 
XGBoost and RF performed better in the diagnosis of 
the MPE, while KNN and Tab Transformer performed 
better in the diagnosis of the TPE.

To obtain more robust estimates of model perfor-
mance, we applied Bootstrap resampling to the test set 
and evaluated accuracy and AUC by calculating their 
averages and corresponding 95% confidence intervals 
(Table 6).

For comparison with the traditional cut-off method, we 
used commonly accepted diagnostic criteria from the lit-
erature. The AUC for MPE using the cut-off method with 
a cancer ratio greater than 20 was 0.670 and the AUC for 
TPE using a cut-off value of pleural fluid ADA greater 
than 40U/L was 0.800 (Fig.  4). Both values were lower 
than the AUCs obtained by the machine learning mod-
els for specific diagnosis. Also, we calculated the preci-
sion, recall and F1 score of traditional cut-off method 
(Table 5). All of the six models performed better than the 
traditional cut-off methods in the classification of both 
MPE and TPE.

Table 2  Clinical characteristic according to the cohorts

Data are presented as the median [IQR] for Non-normally distributed continuous variables, number (%) for categorical variables. ADA Adenosine Deaminase, LDH 
lactate dehydrogenase

Malignant 
pleural effusion

Tuberculous 
pleural effusion

Parapneumonic 
pleural effusion

Transudative 
pleural effusion

Others

n 397 253 31 33 28

Age (median [IQR]), years 67 [58, 74] 53 [29, 69] 67 [54, 80] 73 [66, 80] 61 [50, 70]

Sex (%)

  Female 166 (41.8) 86 (34.0) 8 (25.8) 7 (21.2) 13 (46.4)

  Male 231 (58.2) 167 (66.0) 23 (74.2) 26 (78.8) 15 (53.6)

Pleural effusion

  ADA (median [IQR]), U/L 11 [7, 15] 45 [32, 59] 12 [8, 18] 5 [4, 9] 17 [12, 28]

  LDH (median [IQR]), U/L 319 [204, 498] 324 [223, 512] 171 [122, 232] 94 [78, 120] 178 [124, 464]

  Total protein (median [IQR]), g/L 46.5
[41.4, 50.5]

50.4
[46.0, 54.1]

45.2
[36.4, 51.5]

27.1
[20.6, 33.9]

48.0
[31.4, 51.2]

  Glucose (median [IQR]), mmol/L 6.03
[4.60, 7.35]

5.51
[4.47, 6.55]

7.43
[6.18, 8.55]

7.11
[6.48, 8.60]

6.06
[5.48, 7.50]

  Chloride (median [IQR]), mmol/L 106.4
[103.3, 108.9]

105.6
[103.2, 107.6]

108.8
[104.1, 110.1]

108.7
[105.4, 111.5]

107.5
[103.8, 109.0]

  Total cell counts (median [IQR]), cells/μl 10,358
[2935, 44948]

6297
[3741, 10371]

4677
[2579, 18146]

1522
[318, 4198]

6824
[3333, 22789]

  Mononuclear cell percentage (median [IQR]), % 87
[73, 93]

95
[88, 98]

87
[54, 94]

90
[83, 96]

89
[77, 96]



Page 6 of 13Chen et al. Respiratory Research          (2025) 26:170 

Impact of features on model prediction
To assess the feature importance in pleural effusion diag-
nosis, we ranked the feature contributions based on the 

gain in XGBoost model and the mean decrease in Gini 
in RF model (Fig. 5). In both models, ADA exhibited the 
largest importance, followed by LDH and age.

Fig. 2  Diagnostic group comparisons and relationships between variables. A, Box plots of Age, ADA, and LDH from left to right, showing 
the distribution of each variable across diagnostic groups, with outliers indicated. P-values for the differences between groups are calculated using 
Kruskal–Wallis tests. B, Dunn test heatmap displaying pairwise comparisons between diagnostic groups for Age, ADA, and LDH. The heatmap 
shows the significance of pairwise differences, with darker colors representing stronger statistical significance. MPE, malignant pleural effusion, 
TPE, tuberculous pleural effusion, PPE, parapneumonic pleural effusion. C, Scatter plots from left to right illustrating the relationships between Age 
and ADA, Age and LDH, and ADA and LDH. The plots include fitted curves and Pearson correlation coefficients to highlight the strength 
and direction of the associations between variables

Table 3  Model accuracy in train and test

LR multinomial linear regression, SVM support vector machine, XGBoost Extreme Gradient Boosting, RF, random forest, KNN K-Nearest Neighbors, Tab Transformer 
Tabular Transformer

LR SVM XGBoost RF KNN Tab Transformer

Accuracy in train set 0.785 0.795 0.835 0.828 0.803 0.753

Accuracy in test set 0.818 0.809 0.827 0.832 0.832 0.836
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Fig. 3  Receiver operating characteristic curves of five models in the test set. MPE, malignant pleural effusion, TPE, tuberculous pleural effusion, PPE, 
parapneumonic pleural effusion

Table 4  Area under the receiver operating characteristic curve of single etiologies in each machine learning method in the test set

MPE Malignant pleural effusion, TPE Tuberculous pleural effusion, PPE Parapneumonic pleural effusion, Transudative Transudative pleural effusion, Others Other causes. 
LR multinomial linear regression, SVM support vector machine, XGBoost Extreme Gradient Boosting, RF random forest, KNN K-Nearest Neighbors, Tab Transformer 
Tabular Transformer

LR SVM XGBoost RF KNN Tab Transformer

MPE 0.925 0.891 0.931 0.934 0.925 0.935

TPE 0.939 0.913 0.953 0.950 0.946 0.947

PPE 0.745 0.706 0.765 0.706 0.652 0.752

Transudative 0.966 0.946 0.967 0.969 0.899 0.975

Others 0.636 0.644 0.813 0.666 0.538 0.766

Table 5  Precision, recall and F1 score in the diagnosis of MPE and TPE

MPE Malignant pleural effusion, TPE Tuberculosis pleural effusion

MPE TPE

Precision Recall F1 Score Precision Recall F1 Score

Multinomial linear regression 0.780 0.983 0.870 0.910 0.813 0.859

Support vector machine 0.763 0.975 0.856 0.912 0.827 0.867

Extreme Gradient Boosting 0.832 0.958 0.891 0.877 0.853 0.865

Random forest 0.844 0.958 0.898 0.877 0.853 0.865

K-Nearest Neighbors 0.783 1.000 0.878 0.939 0.827 0.879

Tabular Transformer 0.779 0.975 0.866 0.952 0.800 0.870

Traditional method 0.482 0.803 0.602 0.613 0.958 0.748
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To understand the process of decision-making in the 
RF model, we visualized the first tree (Fig.  6). The first 
split in the tree was based on ADA levels, the subsequent 
splits were based on LDH levels and the final split was 
made by age. This tree structure reflects the systematic 
process of the random forest model in handing multiple 
clinical variables in an interpretable way.

To assess the specific effects of the features in the 
XGBoost model, we drew the Partial Dependence Plots 

(Fig.  7), which indicated distinct patterns for ADA, 
Age and LDH in relationship to the etiological predic-
tion. The average prediction of ADA elevated in the 
TPE cases, which indicates a strong association. The 
average prediction of age trend to elevated in MPE 
and reduced in TPE, which is consist with the typical 
patient demographics observed in these two etiolo-
gies. The curves of LDH show a marked increase in the 
MPE and sharp declines in PPE, transudates and other 

Table 6  Bootstrap Evaluation of Model Performance

AUC​ Area under the receiver operating characteristic curve, LR multinomial linear regression, SVM support vector machine, XGBoost Extreme Gradient Boosting, RF 
random forest, KNN K-Nearest Neighbors, Tab Transformer Tabular Transformer

LR SVM XGBoost RF KNN Tab Transformer

Accuracy 0.818
[0.768,0.868]

0.810 [0.759,0.859] 0.822 [0.768,0.868] 0.837 [0.786,0.886] 0.833 [0.782,0.882] 0.815 [0.786,0.841]

AUC​ 0.846
[0.786,0.911]

0.821 [0.768,0.870] 0.880 [0.834,0.923] 0.845 [0.796,0.894] 0.792 [0.726,0.857] 0.839 [0.775,0.902]

Fig. 4  Receiver operating characteristic curves of traditional methods. CR, cancer ratio; ADA, Adenosine deaminase

Fig. 5  Feature importance of extreme gradient boost measured and random forest. XGBoost, extreme gradient boost; RF, random forest; ADA, 
Adenosine deaminase; LDH, lactate dehydrogenase
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causes, indicating that LDH serve as a distinguishing 
factor contributing to the MPE.

Discussion
As the development of the artificial intelligence, machine 
learning has taken a leading place in setting up the algo-
rithms by the improvement through experience. Numer-
ous studies have applied the machine learning as a tool 
to the early diagnosis of diseases and it showed a promis-
ing value in the identification of diseases [13]. Different 
aspects of medical data have been collected to calculate 
the machine learning models, including demographics, 
symptoms, medical history, laboratory tests, radiologic 
reports and images. Though machine leaning is good at 
processing high-dimensional data [36], it still faces chal-
lenges. When dealing with complex features and large 
datasets, large amounts of computational power were 
needed, especially when handling with medical images 
[37, 38]. As adding redundant or irrelevant features led 
to the overfitting and unnecessary computational cost, 
selection of the informative features is important [39]. In 
this article, we selected laboratory test and demographic 
characteristic as the tabular data and chose machine 

learning methods capable of handling this information 
for multi-class classification tasks.

LR is efficient for modeling linear relationships [40], 
but multicollinearity and outliers can reduce its perfor-
mance and lead to biased results [41]. SVM constructs a 
hyperplane for classification and handles non-linear rela-
tionships well using kernel functions [42], but it has long 
training times and multiple parameters [43]. XGBoost 
combines decision trees for classification and regres-
sion, and it is known for its high robustness and abil-
ity to model non-linear relationships. But it is prone to 
overfitting [44]. RF aggregates decision trees through 
voting, offering strong resilience to outliers and high-
dimensional data, but its interpretability is limited [45]. 
KNN classifies based on proximity to training samples, 
suitable for small datasets but requires large storage for 
large-scale data [46]. Tab Transformer captures relation-
ships between categorical features using multi-head self-
attention and non-linear transformations [47], which has 
not yet been applied in the diagnosis of pleural effusion.

In our studies, all of these six models act well in the 
diagnosis of MPE and TPE due to the sufficient sample 
size and the specific selection of the features to reduce 
the model complexity.

Fig. 6  Decision tree model for the pleural effusion etiology classification. The value list at each node shows the distribution of samples 
across different classes, with percentages indicating the proportion of cases for each class within that node. Each class represents an etiological 
category in the pleural effusion diagnosis, and the tree splits the data by sequentially choosing the most informative features at each node to make 
predictions. MPE, malignant pleural effusion, TPE, tuberculous pleural effusion, PPE, parapneumonic pleural effusion
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Fig. 7  Partial Dependence Plots of ADA, Age and LDH on pleural effusion etiologies prediction based on Extreme Gradient Boosting model. 
Each line depicts the single-variable effects on the prediction outcome. MPE, malignant pleural effusion, TPE, tuberculous pleural effusion, PPE, 
parapneumonic pleural effusion. ADA, Adenosine deaminase; LDH, lactate dehydrogenase
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Pleural fluid ADA, pleural fluid LDH were common 
test in the diagnosis of the pleural effusion. Though 
40U/L was a commonly used cut-off in the TPE diag-
nosis, the optimum cut-off remains controversial [35]. 
Our results showed that there was a negative correlation 
between pleural fluid ADA and age, which is consist with 
other study [48]. Age/ADA was reported as a promis-
ing diagnostic index for differentiating between TPE 
and MPE [12]. Thus, we included age as a feature in our 
study to assist the diagnosis. It is reported that pleural 
fluid LDH exhibits a weak positive correlation with pleu-
ral fluid ADA in the TPE, whereas in non-TPE cases the 
correlation is strong and positive [48]. However, in our 
study, there is a linear relationship between pleural fluid 
LDH and pleural ADA in the analysis without grouping 
by etiologies. Meanwhile, pleural fluid LDH is included in 
the Light’s criteria in differentiating exudates from tran-
sudates. Pleural fluid LDH/ADA ratios could differentiate 
between TPE and PPE [49, 50]. Pleural effusion caused 
by the autoimmune disease have an elevated pleural fluid 
ADA and pleural fluid LDH [51]. Given all those studies 
and our results, we chose pleural fluid ADA, pleural fluid 
LDH and age as features.

In the diagnosis of MPE, machine learning models 
have both higher precision and recall compared to the 
traditional method based on cancer ratio. Given the 
pathological analysis is time-consuming, the enhanced 
performance achieved on the laboratory biomarkers and 
demographic characteristic is significant for reducing the 
diagnostic time. In the diagnosis of TPE, machine learn-
ing models have higher precision but lower recall than 
traditional method based simply on pleural ADA, which 
means the machine learning have stricter criteria. The 
clinical manifestations of tuberculosis may be added as 
considerable features for the diagnosis of TPE to elevated 
the recall of the models.

The visualization of the first tree in the random for-
est gave us a good model explanation. The splits of ADA 
and LDH reveals similar diagnosis patterns in the clinical 
decision-making. Patients with high pleural fluid ADA (≥ 
22U/L) and low pleural fluid LDH (< 353U/L) are indica-
tive of TPE. Whereas patients with low pleural fluid ADA 
(< 22U/L) and high pleural effusion LDH (≥ 123U/L) are 
more likely to have MPE. The patients with median lev-
els of pleural fluid ADA and LDH were hard to classify, 
so age is a critical differentiator as a final split, with older 
patients (≥ 59 years) have higher likelihood of MPE and 
younger patients (< 59 years) have higher likelihood of 
TPE. This strategy is similar in the clinical practice but 
the tree model gave us a specific split points with clear 
criteria and logical relationship.

The average prediction of the features in XGBoost indi-
cated the potential contribution of the features to the 

predictions. The fluctuations for age suggest a complex 
relationship between age and the predicted outcome, 
indicating that age’s impact may vary depending on the 
values of other features.

Many studies on pleural effusion diagnosis have shed 
light on the potential of the machine learning in pro-
moting the diagnostic accuracy and clinical decision-
making. To differentiate MPE, tumor biomarker [18], 
demographic characteristic, symptom, volume of the 
pleural effusion, site of the pleural effusion, blood rou-
tine test, pleural fluid routine and biochemical analyses 
[32], radiomic features [33], and radiomic features [15]. 
Machine learning has also been employed to investigate 
the pathological subtypes of the malignant pleural effu-
sion in lung cancer [20], breast cancer [33] and malignant 
pleural mesothelioma [26]. To differentiate TPE, pleural 
fluid ADA as well as other features [19, 27, 28, 31]. have 
been utilized, with pleural fluid ADA identified as the 
most important feature in the model, which is consistent 
in our results. Machine learning has also been applied to 
multi-class classification for etiological diagnosis [4, 29], 
so as our study.

The patients included in our study had a higher pro-
portion of TPE diagnosis (34.1%), compared to 9.2% [4] 
and 15.1% [29] in other studies, probably due to China’s 
status as a country with high-burden tuberculosis. This 
finding highlights the potential feasibility of using only 
three features for diagnosis in resource-limited countries 
with a high tuberculosis burden, where the cost of labo-
ratory tests should be carefully considered for clinical 
application.

Our study has following limitations: 1) The data were 
sourced from a single center which is a public hospital 
in a large city, which may result in differences in dis-
ease composition compared to primary care hospitals. 
2) The number of cases of PPE, exudative effusion, and 
other types of pleural effusions was limited, which could 
impact the model’s ability to accurately predict these 
uncommon categories. Further studies were needed 
to provide a more representative and diverse dataset to 
refine the predictive models.

Conclusions
By simply collecting the clinical parameters (age, pleu-
ral fluid ADA and pleural fluid LDH), machine leaning 
demonstrates strong performance in the etiological diag-
nosis of the pleural effusion, particularly for MPE, TPE, 
and transudative pleural effusion. This approach has the 
potential to serve as a valuable tool in assisting clinicians 
with identifying the underlying causes of pleural effusion.
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